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INTRODUCTION 

Agriculture is the backbone of the Indian economy. 

Paddy crop rules the roost in it. The advancement in 

technology has led to forecasting and predicting weath-

er conditions, resulting in an increase of yield. Various 

input parameters like land use, soil PH, soil moisture, 

fertilizers and pesticides used, the quantity of seed per 

hectare, etc., play a vital role in predicting the crop 

yield. Plenty of research and study has been carried out 

using statistical techniques like regression model, agro-

meteorological models and statistical models for the 

prediction of crop yield. 

Nowadays, Artificial Neural Networks (ANN), a  

technique in data mining, has been put into use in the 

agricultural field for better decision making of  

policymakers and agricultural scientists for providing 

consultancy services to the farmers. Raorane and  

Kulkarni (2012) developed innovative approaches to 

predict the influence of different meteorological param-

eters on the crop yield using a decision tree induction 

approach based on long term meteorological data. 

Dahikar and Rode (2014) suggested the applicability of 

neural network technology for forecasting crop diseas-

es. IACAT (2015) provided an outline of the work in 

forecasting ANN, neural network modelling and general 
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model of the ANNs used for forecasting. According to 

their study, ANNs were found to be superior to the  

statistical models. 

Kalpana et al. (2014) understood that statistical proce-

dures like regression, statistical image analysis, density 

function and principal component analysis can be used 

to get these findings after studying the relevant litera-

ture on ANNs. He has explained the learning algorithm 

and has made a comparative analysis between statisti-

cal and neural network models in terms of terminology 

representations and applications. Gandhi et al. (2016) 

compared the concept of Multilayer Perceptron (MLP) 

with the normal statistical techniques. The errors from 

statistical techniques were comparatively higher than 

those errors from the back-propagation algorithm of 

MLP.  

Dakshayini (2017) applied the ANN technique for pre-

dicting the severity affectation of anthracnose diseases 

in legume crop. Artificial Neural Networks, being self-

adaptive, data driven can identify and learn correlated 

patterns between input data sets and corresponding 

target values through training. In fact, Artificial Neural 

Network models have been developed for paddy data 

for the past 20 years based on the advice of paddy ex-

perts working in the agricultural domain, and the pre-

sent study takes into account such development. The 

paddy production depends on various input factors like 

the quantity of seeds sown, rainfall, soil moisture, solar 

radiation, expected carbon, fertilizers, pesticides, etc.  

Hence, crop yield prediction (Barla et al., 2010; Chawla 

et al., 2016) becomes a harder task. Here arises the 

reliability of Artificial Neural Networks, which can handle 

multi-variate nonlinear, non-parametric statistical ap-

proaches more efficiently. Artificial Neural Network 

models are more effective and reliable as compared to 

the other linear regression models for predicting the 

paddy yield.  The main aim of the present work is to 

build an Artificial Neural Network (ANN) model with 

back propagation that could efficiently predict the rice 

yield under various climatic conditions; ground-specific 

rainfall, ground-specific weather variables and historic 

yield data.         

MATERIALS AND METHODS 

Primary data collection  

The data set covered the paddy yield in Tamil Nadu 

district from the year 1990 to 2010 as shown in Table 1. 

In this implementation, sixteen input parameters and 

one output parameter were considered. Artificial Neural 

Networks (ANN) using back propagation algorithm is 

the most typical and widely-used model in all neural 

network models. It is a computational tool that acts as a 

biological neuron system with three layers (Li and Tian, 

2003): Input layer, Hidden layer and Output layer. The 

input layer accepts the input data given to the model 

and the predicted value after computation will be pro-

duced in the output layer. The hidden layer, contains 

perceptron which plays a major role in transferring the 

input values into desired output. A certain weightage is 

applied to each perceptron and it is adjusted to get 

nearer to the desired output value. Data flow across the 

layers over the weighted connections. This unidirection-

al neural network is also known as Feed Forward Neu-

ral Network. The Artificial Network Network (ANN) was 

used to train and test the dataset available after pre-

processing.   

Back-propagation is just a way of propagating the total 

loss back into the neural network to know how much of 

the loss every node is responsible for and subsequently 

updating the weights to minimise the loss by giving the 

loss nodes with higher error rates lower weights and 

vice versa. (Davey, 2011 and Deshpande and Karypis, 

2004). 

The errors in the model during the training phase are 

solved during the back-propagation. The back-

propagation algorithm is advantageous because the 

hidden units have no target values since the input units 

are trained using the errors of the previous layers. The 

training phase will continue to work until the errors in 

the weights are getting reduced and minimized (Lilley, 

2007; Dermo, 2009 and Dubey, 2011). 

Artificial neural network model development 

The dataset consisting of 100 records were collected. 

The first step was to pre-process them by removing 

duplicate, unpredictable and misplaced values. This 

data pre-processing (Dakshayini, 2017) was again di-

vided into training set, validation set and test set. For 

this dataset 75 records were reserved as training set, 

15 records were occupied as validation set and the 

enduring 10 records were tested as test set. The train-

ing set was used to train the network until the maximum 

value of R2 was grasped. The validation set was used 

to generalize the network. The test set was finally used 

to measure the performance of the network for uniden-

tified values in the dataset. 

The flow diagram (Fig.1) shows the complete steps 

involved in the prediction process. The input parame-

ters included soil parameters, crop data from the initial 

stage. The pre-processing of data was done in order to 

reduce the anomalies and duplicate entries. Nearly, 

75% of data were taken as Training dataset, 15% for 

Validation dataset and remaining 10% as Test dataset. 

After all the training, test and validation part was com-

pleted, finally the prediction was carried out. 

The proposed algorithm involved is shown in the follow-

ing steps: 

Step 1: Pre-processed the data set of 100 records by 

removing redundant and missing values. 

Step 2: Divided the data set into 75% training set (75 

records), 15% as the validation set and the remaining 
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10% as a test set. 

Step 3: Used Levenberg Marquardt algorithm for train-

ing the data set. 

Step 4: Used log sig transfer function for hidden layers 

and purelin transfer functions for output layer. 

Step 5: The feed forward back-propagation network 

was developed by varying the following  conditions: 

Number of hidden layers from 1 to 2 

Number of neurons in hidden layers from 20 to 100 

Learning rates as 0.25 and 0.5 

Choose the network weights as random 

Step 6: Repeated step 5 until the neural network model 

with the increased test accuracy and lower error predic-

tion is obtained. 

RESULTS AND DISCUSSION 

Fig. 2 shows the statistic value R2, used as the meas-

ure of accuracy, which was calculated using Equation 1 

(Kalpana, R., 2014): 

R2 = 1 – (n-1/n-p) (SSE/SST)                         ………. (1) 

where,   

SSE is the sum of squared error, SSR was the sum of 

squared regression, SST was the sum squared total, n 

was the number of observations and p was the number 

of regression coefficients. The error was computed us-

ing Equation 2 (Kalpana, R., 2014): 

Error = (|A – B|/|A|) x 100           …... (2) 

where A is the actual yield and B is the predicted yield 

obtained from the prediction model. The lower the val-

Fig. 1. Flow diagram of the ANN model. 
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ANN results for 2 hidden layers and LR = 0.25 

No. of neurons in 1st layer 
No. of  
neurons in 2nd layer 

Training (R2) Validation (R2) Testing (R2) 

20 20 0.99 0.69 0.62 

 30 0.99 0.69 0.80 

 40 0.1 0.83 0.95 

 50 0.99 0.86 0.80 

 60 0.1 0.67 0.43 

 70 0.1 0.83 0.55 

 80 0.89 0.72 0.38 

 90 0.89 0.95 0.65 

 100 0.1 0.36 0.46 

30 

20 0.99 0.64 0.89 

30 0.97 0.52 0.79 

40 0.1 0.02 0.64 

50 0.99 0.48 0.79 

60 0.89 0.66 0.89 

70 0.94 0.47 0.58 

80 0.1 0.90 0.56 

90 0.93 0.72 0.50 

100 0.99 0.90 0.56 

40 

20 0.99 0.90 0.56 

30 0.1 0.79 0.85 

40 0.99 0.65 0.85 

50 0.99 0.87 0.95 

60 0.1 0.90 0.56 

70 0.99 0.72 0.50 

80 0.87 0.90 0.56 

90 0.1 0.65 0.85 

100 0.99 0.87 0.95 

50 
  

20 0.99 0.99 0.90 

30 0.91 0.65 0.56 

40 0.1 0.52 0.79 

50 0.59 0.02 0.64 

60 0.1 0.48 0.79 

70 0.98 0.66 0.89 

80 0.99 0.47 0.58 

90 0.99 0.56 0.82 

100 0.99 0.14 0.17 

Table 2. ANN results for 2 hidden layers and LR = 0.25.  
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ANN results for 2 hidden layers and LR = 0.5 

No. of neurons in  
1st layer 

No. of neurons in  
2nd layer 

Training (R2) Validation (R2) Testing (R2) 

20 20 0.86 0.95 0.76 

 30 0.94 0.79 0.93 

 40 0.83 0.68 0.79 

 50 0.1 0.87 0.75 

 60 0.99 0.82 0.56 

 70 0.1 0.35 0.84 

 80 0.1 0.32 0.46 

 90 0.99 0.82 0.60 

 100 0.99 0.08 0.45 

30 

20 0.95 0.82 0.77 

30 0.79 0.23 0.18 

40 0.98 0.83 0.80 

50 0.99 0.92 0.80 

60 0.79 0.85 0.81 

70 0.1 0.73 0.65 

80 0.73 0.69 0.49 

90 0.1 0.85 0.79 

100 0.98 0.73 0.56 

40 

20 0.99 0.42 0.84 

30 0.99 0.74 0.76 

40 0.99 0.75 0.94 

50 0.86 0.95 0.88 

60 0.1 0.76 0.59 

70 0.89 0.82 0.60 

80 0.99 0.08 0.45 

90 0.95 0.82 0.77 

100 0.79 0.23 0.18 

50 

20 0.99 0.14 0.85 

30 0.97 0.90 0.65 

40 0.97 0.17 0.64 

50 0.99 0.10 0.16 

60 0.83 0.68 0.79 

70 0.1 0.87 0.75 

80 0.99 0.82 0.56 

90 0.76 0.95 0.38 

100 0.97 0.43 0.91 

Table 3. ANN results for 2 hidden layers and LR = 0.5. 



 

140 

Vanitha, G. et al. / J. Appl. & Nat. Sci. 13 (SI), 135 - 141 (2021) 

ue of error, the lesser is the predictive accuracy of the 

model. 

Table 2 shows the results for two hidden layers with 

Learning Rate (LR) = 0.25. The number of neurons in 

the first hidden layer was kept fixed as 30 for the first 

time. Then, the neurons in the second hidden layer 

were kept varying from twenty to a hundred. This mod-

el was repeated for 20, 30, 40 and 50 neurons in the 

first hidden layer and varied the number of neurons 

from 20-100 in the second hidden layer.  

The results in Table 3 show the result for two hidden 

layers with a learning rate LR = 0.5. The best result 

was obtained when the number of neurons in the first 

hidden layer was fixed as 20 and the second hidden 

layer was fixed as 30 with a testing R2 statistic value of 

0.93. 

The number of neurons varied from 20-100 within each 

hidden layer. The Artificial Neural Network model was 

tested with learning rates of 0.25 and 0.5. The best 

result was obtained when the number of hidden layers 

in the first hidden layer was set as 50 and the second 

hidden layer was 20 with a testing R2 statistic value of 

0.96.  

Finally, it was observed that the ANN model with the 

following configurations gave the best result of 0.97 (R2 

statistic value) for the test set: 

Two hidden layers with 50 number of neurons in the 

first layer and 20 number of neurons in the second lay-

er were the best value fixed. 

Learning rate with 0.25 value gave the optimised result. 

The back-propagation ANN model used is more advan-

tageous than the other forecasting models since the 

hidden units have no target values and the error rate is 

very low. But the time series analysis model does not 

give a precise outcome (Mariappan and Austin, 2017). 

But, in nonlinear FFBN and linear PLSR models for rice 

prediction, the climate data was omitted and hence the 

reliability and accuracy of the model is a major draw-

back of this model. (Hossain et al., 2017) . In another 

model using Support Vector machine, the process was 

based on image analysis results that are not accurate 

as soil conditions are not considered (M.Shashi 2019). 

To overcome all the above models, back-propagation 

algorithm using ANN model gives the best result.  

In this work, paddy yield prediction had taken into  

account all the parameters like rainfall, soil moisture, 

solar radiation, expected carbon, fertilizers, pesticides 

and the long-time paddy yield records using Artificial 

Neural Networks. The R2 value on the test set was 

found to be 93% and it showed that the model was able 

to predict the paddy yield better for the given data set. 

The future work may be extended to other crops in vari-

ous districts based on the same model. 

Conclusion 

The prediction of crop yield plays a vital role in the agri-

cultural field. In this regard, paddy was taken into ac-

count and the yield was predicted based on the input 

parameters like climate, soil nutrients, fertilizers, pesti-

cides, seed varieties, etc. The result found the                        

R2 value of 93% with the model developed. The out-

come of this research work may help the agricultural 

officers to predict crop conditions for improving paddy 

yield. In future, a generalized prediction model for vari-

ous crops by taking into account various parameters 

can be developed to reach the ultimate object for the 

maximum yield of every crop with no negative influ-

ences on it. 
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