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Estimation of population mean in two— stage samplo under a deterministic
response mechanism in the presence of non-response
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Abstract: In the present paper, we have considered the problem of estimation of population mean in the presence
of non-response under two-stage sampling. Two different models of non-response with deterministic response
mechanism have been discussed in the paper. The estimators under two non-response models have been devel-
oped by using Hansen and Hurwitz (1946) technique. The expressions for the variances and estimates of variance
of these estimators have been derived. The optimum values of sample sizes have been obtained by considering a
suitable cost function for a fixed variance. A limited simulation study has been carried out to examine the magnitude
of percent relative loss (% RL) in standard error due to non-response. An empirical study with the real populations
has also been carried out to assess the % RL in standard error due to non-response.
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INTRODUCTION of non-respondents and the data are collected ghrou

. . . specialized efforts from the non-respondents stoas

It is assumed, fqr each sgmpllng design, thatm U obtain an estimate of non-responding units in iyeup
values of the variables of interest coqld be magdla . lation. Tripathi and Khare (1997) extended the sub-
able for the elements of the population under @nsi g5 yiing of non-respondents approach to multiveriat
eration. However, this may not be true particuldoly case. Okafor (2001, 2005) further extended the ap-
large scale surveys. Errors can occur at almostyeve ,qach in the context of element sampling and two-
stage of planning and execution ofa Ia_rge scaleegu . stage sampling respectively on two successive occa-
These errors may be attributed to various causgs i gions Chhikara and Sud (2009) used the sub-sagnplin

from the beginning stage, when the survey is pldnne ¢ ) dent hf timati £ |
and designed, to the final stage when the dataare OF NON-responcients approach for esimanon ot fopu

scale surveys we are often faced with the sceriaaio tion to improve the estimate by developing ratia an

the sampling frame of uIt|mate.stage units is n@la regression type estimators in the presence of non-
able and the cost of construction of the framees/v response. Notably among them are Rao (1986), Khare
high. Sometimes the population elements are seditter and Srivastava (1993), Khare and Sinha (200:6)) So-
over a wide area resulting in a widely scatterede. dipo (2010), Singh and Kumar (2011), Monika Devi et
Therefore, not only the cost of enumeration of siitit | (2014) etc. Okafor and Lee (2060)’ Kumar and
such a sample may be very high, the supervision oliq\yanathaiah (2014) and many others extended the
f!EId work may also be very difficult. F_or such_uat- approach to double sampling for ratio and regressio
tions, two-stage or multi-stage sampling desigres ar cimation. Al Baghal and Lynn (2015), Andersem
very effective. It is also the case that, in mamynan  , (2015), Burtoret. al. (2015) Fahimiet,. al. (2015)
surveys, information is not obtained from all thetss Matei and Ranalli (2015)’ proposed different ap-
IN SUrVeys. proaches to deal with the problem of non-response.
Colombo (1992), Anido and Valdes (2000) and Biemerjost of the work is however, dedicated to uni-stage
and Link (2006) proposed the call-back approach tosampling in the presence of non-response. The mrese
reduce the nonresponse bias. The problem of nonwork is therefore initiated to develop the methody!
response persists even after call-backs. The estima for estimation of population mean in two-stage sam-
obtained from incomplete sample data become biasedp"ng under non-response with the following objec-
Hansen and Hurwitz (1946) proposed a technique fokjyes:

adjusting for non-response to address the problem oTq develop an efficient estimator of population mea
bias. The technique consists of selecting a sulpleam in two-stage sampling under Deterministic Response
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Mechanism. N _
To carry out empirical study with real data to ek@an  S7 = Z(\ZM —\?)2 Y :ﬁzY”
the performance of the estimators. = =

N, — o\ n
MATERIALS AND METHODS SZ, :( 1 jZ(YiM _YNl) f,=—

The estimators for estimation of population mean in ' , ,
two-stage sampling in the presence of non-response N,

have been developed under two non-response modelsYy, :WZYW'

It is assumed that the non-response is deternanisti 1=

Consider that a finite populatidd consists ofN pri- 1 M 2

mary stage units (psus) labeled 1 throbgtand each Su = M _12( i ‘Yim)

psu comprises oM second stage units (ssus). Let y = ,

be the value of study charactepertaining tg-th ssu 1 M _ 1 Mo
inthei-th psu,i=1,2,......,N,j=1,2....... M, S v, -v, f M, = 2 Y
The objective is to estimate tpepulation mean M. -1 , M. =
N M 1(n& _ &z 1 _ _ _

ﬁ;;yu s :n_1|:hi§yi$n+§rnz(mlyml +mzyhz)2-nyf}
We state the first non-response model referredsto a . _| 1 i(y -y )z
Situation-1 as follows: S, h-1/5v™ "
Situation 1: It is assumed that the psu(s) are divided: '
into two strata, i.e. (i) first stratum consistio§ N; 1a ) 1 (&,
psu(s) from where we do not get response at adl, an Yh, _Ezyim Sim = (m_l)[Z; Yi _rnyimJ
(ii) second stratum consisting bt psu(s) from where = , 2 where,
we do get partial responses from ssu(s), such Nhat 1o

N; + N, . A random sample afi psus is drawn fronN Yim :*Z Yi
by simple random sampling without replacement
(SRSWOR). From each selected psu a samplen of 1 (
ssus fromM ssu(s) is drawn by SRSWOR. Let there Sm =

be complete non-response from psus. In the npsu (m—l)
(ny + n, = n) my ssus respond whiley, ssus do not

respond,m; + mi; = m . A sub-sample oh; units is 2 _ (y -y )
selectedby srswor fromm, and data are collected ™ (hi2 _1) = i The
through specialized efforts. Further, a sub-sangble ,
h, psus is drawn out of; psus and data are collected We, now, state and prove the following theorem.
through specialized efforts on each af ssus in the -

selectech, psus. Lenh, = f;h; and my = fiohp, i=1,2, Theorem 2.1: An unbiased estimator ofy is given
...N,. It is further assumed that i psu(s) there are by

M;i; responding andii;non-responding ssu units such _ B
thatMy + Mip - M. 3 ;{qiyim +im1yml +mth2}

G 2 m _2
Zyij 2 Z le rnyim\J
=1 |2 =1

h, h,
Y

yh|2 - E =t

First, we define the following: = m . @)
_ 18
Yim == 2. Y
mJZ:; : =
with variance of Y1 as
sample mean in- thpsu (¢ ny) N " N
Vo= (2-Bls e (2L s B S a1, -, + Rl -0
- L . (2
Y, = E; Yi and unbiased variance estimator as
! 5l 1 1 1(1
sample mean in - th psu (€ ny) psu corresponding to V(ﬁ):[ﬁ'ﬁjf**z[* *H nlz §m*; §"}
the responsing ssu(s). ) m h
p g ssu(s) AWARE g Beenfg-1R(2-1)4) "
Yo = h, ,Z-;y” Proof: By definition,

[ R hy n, y. o+ y
sample mean |n th psu _( € ny) corresponding to sub E(y ) EE,EE,~ 1in v +z My Ym, TMaVy,
-sample of non-responsing ssu(s). n| h, 4
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Where E; represents conditional expectation of all
=E,E,E, { 1 Z Vi + Z ylm} possible samples of sizg, drawn from a sample of
sizemy, Es represents conditional expectation of all
possible samples of size;, m, respectively drawn
_ E11|:iYiM + ¥ v, } from Mis, Mz , respectively by keepingy, my, fixed.
n = i HereM;;, Mi; denote the number of responding and non
\ -responding units in the populatidss refers to condi-
—E 1 Z":? :izy _ tional expectation arising out of randomnesgs my,

t M N = ™ =Y Mi, Mir, Miz ,. refers to conditional expectation of all
possible samples of size m drawn from B4, refers to
conditional expectation of all possible samplesiaé
h, drawn fromn, E,, refers to expectation arising out
of all possible samples of simg n, ,drawn fromNy,N,
keepingn, n,,fixed while E; refers to expectation aris-
ing out of randomness of n,.

i=1

Where E, represents conditional expectation of all
possible samples of sizg; drawn from a sample of
sizem, , E3 represents conditional expectation of all
possible samples of size m drawn from B4, refers

to conditional expectation arising out of selectidrall
possible samples of sizg drawn fromn; while E;

refers to expectation arising out of all possildeples Let,
of size n drawn from a population of size N. . 1(n-f m( .
To obtain the variance, we proceed as follows: $-5- n(n _]) “m M] %{ ]Sz"" Z (135, +,{ ])( e
By definition,
V(yl):VlE2E3E4(yl)+ E1V2E3E4(71)+ E1E2V3E4(y1)+ E1E2E3V4(y1) éjﬂ = Szm +%(fiz _1)352
where \p V., .V, ,V, are defined similarly as for n, éz o
M T Sij
E:I. L E2 1 E3 1 E4 .
where, for n,
1 1 ‘2_2_imi_i2 o2 —_ 2
V,E,E,E,(y,)= (E stj S = s m;[m Mjsﬁm and Sy, =Sy,
N I . . .
EinEsEz;(Y/l):N*;(fl-l)SfN, Substituting the estimated values in the variance e
pression (2.2) we get the required estimate(¢f).
y_1(1 1 B, o, To determine the optimum values ©f m,and f; by
E1E2V3E4(y1)'m\|(m_Mj{ le:SM +;SM minimizing the expected cost for a fixed varianae,
use the relatiom, = hy fy, i=1,2,...., n. To achieve

1 M, this, consider the following cost function
E.EEV, (yl) z 2 (f 2 _1)Sh2/|i2
nN 4% Mm n, n,
Thus, by adding all the terms we obtain the reguire C= Cl(hl * n2)+ CZ; m, + C3(iz_l: he + hlmj
result. ) B
vis)= ( jsw—[f 7}{@% ZSM}+—ZM (-9 + Mg, Where,C: Total cost,Cy: Per psu travel cos€,: Cost
e Mm oo " per ssu for collecting the information dhe study
Taking the expectation and simplifying we get, character in the first attempEs: Cost per ssu for col-
_ n- 1) lecting the information bexpensive method after the
EAE,EaFs BB §) = g N(n- 11)2( ] fi zl(Tn TVJ ® first attempt has failed for obtaining information
It is envisaged that Owill be higher than €and sub-

+ﬁ22 2(fi2-1)8 - N(Nril)( =g, stantially higher than £
= The expected cost in this case is,
M.
2\ 2 _ i2 _ 2
E(Sm)_ SIM M (m_l)(f|2 1)SM|2 C,:E(C):%{C{%wzjwzim’wl+C{Nzr’.wwf|,2+%mﬂ
2 — Q2
E(Sl"“) S and To minimize the expected cost subject to fixed -vari

ance consider the function.

p=C" + /]{V(yl)_VO}
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During optimization we have substitutgdin place of
fi,

In this context, we state and prove the followihgd-

for simplicity in calculations. To overcome the rem.

problem arising due to simultaneous minimization of Theorem 2.2:An unbiased estimator &fis given by

n, m, f andf,, we assume that, = f;h, for making the
calculations simple. Thus minimization gives thdi-op
mum values as ,

k
n =

opt 7 a2\

7
_~b +yb’ -4agc,

My 2a,
_ _bz +\/b22 —4a,c,
f20pt - 2a
2
where,

i=1

N, N, 1
a = CSZMi2|:NISDZN1 _ZMsufn }
i=1 i=1
N, N, N,
b, = C3|:ZMiZZS|§/I - N12Mi28n2/|i2}
i=1 i=1 i=1
N, ,
G :_ClleMiZSI\Z/IiZ
i=1
M

i=1

N2
a, = sz M iZSIiII
i=1

& & Mi2 2 & 2
C; =Ci) M| D M Su. ~ 2. Su
i=1 i=1 i

i=1

N, N M. , N M\ ) N, N, )
b, =C3|:ZM|ZZVIZSM2 _(Nl‘LZVIZJZanSMQ +2szzSﬂM}
i=1 i=1 i=1 i=1 i=1 i=1

Special case of Situation 1Here weconsider the case
that asample ofn psus is drawn fronlN, within each
selected psu a sample wof ssus is drawn by srswor
design. This sample is divided into two parisand B.
Let there be complete non-response innthpsusn; +
n, = n. Let there be no non-responsenppsus further

a sub-sample olfy; psus is drawn out afiy psus and
data are collected through specialized efforts ache
of mssus in the selectdd psus. Leth; = f;h;. Assume
N = N; + N, whereN; andN, are the number of psus in

o lng . &
Yo == 2D Vin * 2 Vim
nlh =3 =
.. (4)
with variance
N, ... (5
v Lt L 28 S e, O
An unbiased estimator of variance is,
T S e S I
.. (6)

where,

s’ -1 {ﬁiyz +iy2 —nyz}
n—l h1 = im = im 2

while rest of the terms are defined earlier.
Proof:

_ 11n ¢ &
E(Yz): E1E2E35[Elz Yim +Zyimi|
= =

where, Esrepresents conditional expectation of all

possible samples of size m drawn from B4, refers to
conditional expectation arising out of selectionatif
possible samples of sizg drawn fromn; while E;
refers to expectation arising out of all possildenples
of size n drawn from a population of size N.

To obtain the variance we proceed as follows:

By definition,
V(7,) =ViE,Eq(Y,) + EV,E,(¥,) + EEV;(Y,)

the population representing the two non-responseVhere,

categories considered here.
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_ 1 1
VlEzEa(yz):(n_N)Ss C = E(C):ﬂ Cl&+C2N2m+C3m&
N| Tt f, f,
_ N . .
EV, Es(yz) — n_lil(fl _1)S§Nl Co_nsuiler the fuictlon.
p=C + A{V(Y2)_V0}
1
EEV (y ) Nn( j{f ZS@ +ZSM } The minimization gives the optimum values as
i k [
-rrehstijslt’ by adding all the terms we obtain the require Moy = _ _ —b3 + b32 -4a.c,
R I
0" Ny a3
A 3 EME RO S eI URE N

Taking the expectation and simplifying we get,

eeel)-s o BothS(1 big A1 Lig by, o b lb? - 4a,c,

1opt -

1801 1 2a,
E 2 - = SZ
(S)ﬁ) Nl IZ:J;(m M j M SDNl
( ) ) where,
Els, )=S? , _ 1(1 1), & Ne
M as defined earlier. k=82 +N(m—M]{f1;S§A +iZ_l:S.fA} Wl(f -1)si,

WhereE, refers to conditional expectation of all possi-
ble samples of size m drawn from M refers to
conditional expectation of all possible samplesiaé C.N. +C m Sn ZSZ
h; drawn fromn;, E, refers to expectation arising out 85 =| L2Np 3 f 190N, M M
of all possible samples of sizg n, ,drawn from N, 1
N, keepingn;, n, fixed while E; refers to expectation

arising (()utf(;f randomnessgj‘ n,. Let, c, = (C N. +C le)izisuiA

§ =8y R a s R g e =

N b, = [C N, +C, ]Zs cg':;[gfsa ) J
S = S and

g og 131 1Y c:-c&(ifgz zsj
Substituting the estimated values in the variance e a, = C N {( jz SM +N szz }
pression (2.5) we get the required estimate (gf' "

To determine the optimum values of m,and f; we
proceed as earlier, i.e. minimization of expectedtc |, _¢ y {( ]ZSZ PN,S? }—(c N, +C,mN,)
subject to fixed variance. The optimum values are b

determined in the same way as the previous estimato

by minimizing the expected cost with respect tadix
variance.

The relevant cost function in this case is,

N.

S

3]~
}u\

Control situation: The following estimator was also
considered for efficiency comparison purpose. Here
we assume that srswor sample of n psus is selected
C=Ch +C,n,m+C,hm from N and within each selected psu a sample of m
ssus is selected from M ssus. Data are collected
through specialized efforts to obtain complete
response, i.e. there is no non-response. Then vee gi
the following Theorem 2.3

Theorem 2.3The estimator

The various costs are defined here are same awdefi
earlier. The expected cost is,
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_ 1 n m 1 n _ _ N
Yom =—— 2.2 ¥ == Vim Yom) of @ (¥ )in the i (i=1,......,.L=1000)
nmiz = N5z Ko simulation run.
. . . : " Further, the percent relative loss in standardreirro
is unbiased o¥, ith variance,
v )= 1 1le, 1 N 1 1\ Vi & Y2 dueto non-response as compared to stan-
V(Yim) S+ SH
nm I —
n N Nnizim M dard error of ¥am  has been computed as follows:
...(8)
where S, and Sy are already defined, and unbiased -y _ p
estimator of variance, %RL(Vl) — \/MSE(ynm) \/Msdyl) x100
V(y ):(1_1]3024,12”:(1_1]35 JMSHy,)
™ n N NnS\lm M )™ ©) and
where MSHY )-./MSHYV

2 1/I\/ISEY/Zj
N JVSHy,,) JMSHy,)

1 m where
Sim = 7——y| 2 Y5 ~ Vi JMSHy,)
(m_l) i=1 % are the empirical root MSE of the esti-

Proof: The proof of unbiasedness of the given estima-mator ynr{usual two-stage estimator without non-
tor and its variance and unbiased variance estimatof€SPonse)y: & y, (our proposed estimators), respec-
can be found in Cochran (1997), pp. 277-278. tively.
The cost function in this case &,= C;, + Canm 1L
where,C, G C3;, have been defined earlier. g V=| [+ < _
To obtain optimum values of andmwe minimize the ROOtMSHY,,) = \/ L Z_l: (ynm(i) 0)
cost by fixing the variance. The optimum valuesase .
follows,

and

2

Here,
2

3 (o RootMSHy, ) = \/ (54 -0)
S i=1

opt 2>
(V ot i]
N and and

2N | [1&
m,, = 1N ] RootMSHY, ) = —Z(yz(i)—ﬁ)

|~

2

L=
= with Y1)
Simulation study: A limited simulation study has andyz are the values of our proposed estimatgis
been conducted with real data to examine the velati andy. in the simulation runi(i=1,....,L).

merits of the proposed estimatgrsand§y, and in In design based simulation study with real data, we
comparison to the usual estimatgts, (without non-  used the data given in Appendix-B: The MU284 popu-
response) in two-stage sampling. A design based-sim lation (Sarndal et al (1992)). From the Appendixit,
lation based on real data is carried out. The fdlig 1985 population (in thousands) with respect to mikini
criterion was used for assessing the relative perfo Palities has been considered as study variablereThe

ance of these estimators: are in all 284 municipalities. To form the psu(@)e
The percent relative root mean square error (RRMSE)first 15 municipalities constitute the first psudathen
which is defined as, next 15 municipalities form the second psu andrso o

Therefore, we get in all 18 psu(s) each consistints
- 2 ssu(s). In our study we used 270 municipalities afut
6, -6 100 284 and remaining last 14 municipalities were left.
Iz} 1000 independent random samples of size 7 psu(s) ou
of 18 are drawn by using simple random sampling
without replacement. For each selected psu 6 seu(s)

Here, & is the value of estimatog ¥ Vs & = 6 out of total 15 ssu(s) are drawn by using simple

%RRMSHD) = iz:
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random sampling without replacement. We also con-The different population parameters involved in the
sider that 18 psu(s) are divided into two classesN; variances of the estimators have been computed and
= 6 andN, = 6, whereN; constitutes the class of com- are presented in the Table 2.

plete non-responding psu(s) abd constitutes the The variance of control estimator, i.¥(y,m) has been
partially responding class/complete response adiss computed for each population. The variance of the
psu(s), i.e. Ny + N, = N). Again we assume that that proposed estimatoy, for each population has been
the sample of size n=7 is also divided into twotgar computed foff, = 1.5 and 2.00. Similarly, the variance
i.e.n; = 3 andn, = 3, which comes from complete non of the proposed estimatgs for each population has
-response and partially response classes, reselgctiv. been computed fdg = 1.5 .

Fromn; = 3, we further draw a subsample of sizd2 ( The percent relative loss in standard error dueoto-

= 2) and we make use of each of the values ofum ssresponse over complete response with respect to the
(s) in the selectel; psu(s). In the, = 4 psu(s)my = proposed estimators has been computed as follows

3 ssu(s) respond whil®, = 3 ssu(s) do not respond.
A subsample oh;, = 2 units is selected by SRSWOR \/V (V ) - \/V (7)

from my,. Heren; = f;h; = 3 andm,=h;,f,=3. We com- %RL = nm 2 x100,

puted the values of,m y1, and §, from one thousand 1/Vh_/i )

samples. The true population meBnhas been com-

puted to be 29.90. The percent relative root meariThese results are summarized in the Table 3 to 5.
square error (%RRMSE), the percent of relative Inss It is obvious that making bias adjustment in cabe o
standard error (%RL) have been computed for our pronon-response in sample surveys, we loose efficieficy
posed estimatorg andy.,. the estimators to some extent (Hansen and Hurwitz
These computed values are presented in the Table 1. 1946). It is evident from the results of the TaBland

It is obvious that making bias adjustment in cabe o0 4.3 that the percent relative loss in standardrdras
non-response in sample surveys, we loose efficieficy been found more in case 3f= 2 as compared to that
the estimators to some extent (Hansen & Hurwitzof fi, = 1.5 for each population for the proposed estima-
1946). It is evident from the results of the Tablthat tor y; overy,m. Sincef;, is the reciprocal of fraction of
the %RRMSE of thg; & . have increased to about sampled non-responsgu’s so in case of, = 2 we

24 percent in comparison to about 21 perceny.af  have more loss in percent relative standard eBoras
(without non-response). The percent relative 108s i the f, increases percent relative loss in standard error
standard error has been found more (10.36%) in casglso increases and it decrease with the decreaslng

of 1 as compared to that §§(7.80) which is on the  of f, for each population.

expected line because more sampling error is eggect The Table 5 shows the percent relative loss indstah

in situation-I than situation-|I. . error in case of proposed estimagrover ¥y for
Empirical study: An empirical study using some real

populations has also been carried out to examiae th f, =Mho5
loss in standard error of the estimate due to non-

response. Four populations viz. (i) P75 (1975 ppul |t is opvious that %RL will be less for proposedi-es
tion (in thousands)), (i) P85 (1985 population (in matorg, for each population as compared to that of %
thousands)), (i) RMT85 (Revenues from the 1985R| of estimator ; since estimatory; consists two
municipal taxation (in millions of kronor)) and Jiv parts, one having complete non-response and, second
REV84 (Real estate values according to 1984 assesg; partial response whereas in case of estinatone
ment (in millions of kronor)) have been considered part has complete non-response and  other has
from the Appendix-B of Sarndat al (1992). There  compjete response.

are in all 284 municipalities. To form the psu®)e |t may also be noted that sampl{x] rates and sub-
first 15 municipalities constitute the first psindathen sampling rates of non-respondent ssu(s) from non-
next 15 municipalities form the second psu andrso 0 respondents ssu(s) in selected psu(s) in the afdres
Therefore, we get in all 18 psu(s) each consistints  gimylation  and empirical studies have already been
ssu(s). In our study, we used 270 municipalitiesaiu 4t high sidgx] because of limitation of data. The de-
284 and remaining last 14 municipalities were left. crease  in these rates would certainly increase
For each population, we have considefed-18, N; the loss in efficiency.

=6,N, =12,M =15Mi; =9,M, =6, n=6,n; = 3,

= 3, m = 8 m- 4,5, me- 4,3, hp = 2, RESULTS AND DISCUSSION

f _m, _ 0815 f =M% _3_ 15 In order to make effective use of available sources
i=12 i2 h, . 1 h, T various sampling technique have been developed from
) ' , time to time which provide estimators of population
characteristics of interest with high precisiorgueed
cost and above all will have the operational fakigib
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Table 1. Percent Relative Root Mean Square Error (% on the closely related variable (auxiliary inforina)
RRMSE) and percent Relative Loss in Standard Error (%ijs utilized judiciously in the estimation proceduRao
RL) overgim. (1986) suggested a ratio estimator for the poparati
meanyY , when the population mean of the auxiliary

i 0, 0,
Estimators #RRMSE #RL variable is known. Khare and Srivastava (1993) sug-
Yom 21.40 - gested a ratio-product type exponential estimator f
_ estimating the finite population mean in the presen
Y1 24.39 10.40 of non-response in different situations viz. (ijppta-
o 2371 780 tion mean is known, and (ii) population mean 1is u

known. The expressions of biases and mean squared

Table 2.Values of the different population parameters

Population Sf N N, N, N, Ss
> Su XS 2Sh Si. .
i=1 i=1 i=1 i=1
P75 246.5995 51645.0286 7406.514 44238.51 8519.5 90.2834
P85 249.5263 48784.1048 7049.476 41734.63 71087.9 1.3898
RMT85 2728.361 552067.9 257809.6 294258.3 137812 038.076
REV84 534705.4 65061004 25919883 39141121 22849808519388.7

Table 3. Variance & standard error of tg,, andy; and % RL wheff,=1.5

S.No. Description Population
P75 P85 RMT85 REV84
! V (Vo) 55.295 54.075 601.336  94552.685
2 /V(ynmj 7.436 7.354 24.522 307.494
3 V(y,) 61.775 74.973 1410.043  122150.977
4 V() 7.859 8.659 37.550 349.501
5 %RL 5.390 15.073 34.697 12.019
Table 4.Variance and standard error of fg, andy; and % RL wherfj;=2.
S.No. Description Population
P75 P85 RMT85 REV84
. V(o) 55.295 54.075 601.336  94552.685
2 V(T 7.436 7.354 24.522 307.494
3 V(%) 63.747 91.428 1411.903  126558.733
4 K}(ylj 7.984 9.562 37.575 355.75.
5 %RL 6.865 23.095 34.739 13.565

and practical applicability. Various authors hawedi  errors of the proposed estimators, up to the firder
auxiliary information to improve the estimate by-de of approximation, have also been obtained. Thelteesu
veloping ratio and regression type estimators i@ th obtained were depicted with the help of numerital i
presence of non-responsdt may lead to much im- lustration. Singh and Kumar (2011) provided a Cembi
provement in precision of estimation if the infortioa nation of regression and ratio estimators in preserf
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Table 5.Variance and standard error of g andy, and % RL whey=1.5

S.No. Description Population
P75 P85 RMT85 REV84
1 V(Y,.) 55.295 54.075 601.336  94552.685
2 /V(ynmj 7.436 7.354 24.522 307.494
3 = 59.803 58.517 1408.182 115980.118
V(y,)
4 — 7.733 7.650 37.526 340.559
v Y (3’2 )
5 %RL 3.843 3.870 34.653 9.709

nonresponse. They addressed the problem of estimaevident from the results of the Table 1 that the %
ing the population mean of the study variaplasing RRMSE of the proposed estimators have increased to
information on two auxiliary variablesandz in pres-  about 24 percent in comparison to about 21 peraent
ence of nonresponse. Two classes of combined regresisual two-stage estimator (without non-responskg T
sion and ratio estimators were defined in two défe percent relative loss in standard error has beando
situations along with their properties. Many others more in situation-l as compared to that of situadio
extended the approach to double sampling for etgb ~ which is on the expected line because more sampling
regression estimation. error is expected in situation-l than situationAn
Most of the work is however, dedicated to uni-stageempirical study using some real populations hae als
sampling in the presence of non-response. Recentlyheen carried out to examine the loss in standawt er
Sud et al (2012) have made an attempt to develdp thof the estimate due to non-response. It is alservbs
estimators of population mean in two-stage samplingthat the percentage relative efficiency decreasiés w
in the presence of non-response. They have comesider increase in non-response. Since size of sub-sammple
three types of non-response models. There are twthe reciprocal of fraction of sampled non-response
more possible response models which they have noisu’s so the percent relative loss in standard errdr wil
considered. be more in case of small size sub-sample size ms co

In what follows, we have considered these two non-pared to that of a |arger Sub-samp|e and this eas b
response models for the development of the esmati supported by our empirical study results.

of population mean in two-stage sampling design in
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